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Abstract—In this paper, we study the impact of the base station
(BS) idle mode capacity (IMC) on the network performance of
multi-tier and dense heterogeneous cellular networks (HCNs)
with both line-of-sight (LoS) and non-line-of-sight (NLoS) trans-
missions. Different from most existing works that investigated
network scenarios with an infinite number of user equipments
(UEs), we consider a more practical set-up with a finite number of
UEs in our analysis. Moreover, in our model, the small BSs (SBSs)
apply a positive power bias in the cell association procedure, so
that macrocell UEs are actively encouraged to use the more lightly
loaded SBSs. In addition, to address the severe interference that
these cell range expanded UEs may suffer, the macro BSs (MBSs)
apply enhanced inter-cell interference coordination (eICIC), in
the form of almost blank subframe (ABS) mechanism. For this
model, we derive the coverage probability and the rate of a
typical UE in the whole network or a certain tier. The impact
of the IMC on the performance of the network is shown to be
significant. In particular, it is important to note that there will
be a surplus of BSs when the BS density exceeds the UE density,
and thus a large number of BSs switch off. As a result, the
overall coverage probability, as well as the area spectral efficiency
(ASE), will continuously increase with the BS density, addressing
the network outage that occurs when all BSs are active and the
interference becomes LoS dominated. Finally, the optimal ABS
factors are investigated in different BS density regions. One of
major findings is that MBSs should give up all resources in
favor of the SBSs when the small cell networks go ultra-dense.
This reinforces the need for orthogonal deployments, shedding
new light on the design and deployment of the future 5G dense
HCNs.
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I. INTRODUCTION

To meet the explosively increasing demand for more mobile

data traffic [1], commercial wireless networks are evolving

towards higher frequency reuse by deploying more and more

small cells [2]. A major part of the mobile throughput growth

has already been supplied by the so-called network densifi-
cation during the past few years, and this trend is expected

to continue in the years to come. Thus, the emerging fifth

generation (5G) cellular network deployments are envisaged

to be heterogeneous and dense. Such a dense heterogeneous

cellular network (HCN) will be comprised of a conventional

cellular network overlaid with a variety of small cells, metro,

pico and femtocells. This will greatly help to realize the 5G

requirement of a 100x increase in mobile network throughput

with respect to the current 4G one [3].

In this context, the co-channel deployment of macro cell

BSs (MBSs) and small cell BSs (SBSs) in HCNs, i.e., all

BS tiers operating on the same frequency spectrum, have

recently attracted considerable attention, e.g., [4], [5] and [6].

Andrews et al. in [7] first analyzed the coverage probability

of a single-tier small cell network by modeling BS locations

as a homogeneous point Poisson process (HPPP). That study

concluded that the coverage probability of the network does

not depend on the density of BSs in interference-limited

scenarios. Following [7], Dhillon et al. in [8] also reached

the same conclusion for each BS tier in a multi-tier HCN.

In contrast, using a different modelling that considered a dual

slope path loss model, Zhang et al. in [9] demonstrated that the

coverage probability strongly depends on the BS density. In the

same line, using a multi-slope path loss model and the smallest

path loss association rule, the authors in [10] showed that the

coverage probability first increases with the BS density and

then decreases, while the area spectral efficiency (ASE) will

grow almost linearly as the BS density goes asymptotically

large. In [11], a stretched exponential path loss model was

proposed for the short-range communication, and they proved

that the ASE is non-decreasing with the BS density and

converges to a constant for high densities.

However, it is important to note that the aforementioned

studies assumed an unlimited number of user equipment (UE)

in the network, which implies that all BSs would always

be active and transmit in all time and frequency resources.

Obviously, this may not be the case in practice, especially
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in ultra-dense networks (UDNs). To attain a more practical

network performance, Lee et al. in [12] first analyzed the

coverage probability of a single-tier small cell network with

a finite number of UEs, and derived the optimal BS density

accordingly. This was done considering the tradeoff between

the performance gain and the resultant network cost. Moreover,

a system-level analysis of cellular networks with respect of the

density of BSs and blockages was conducted in [13], which

show the validity for the footprints of buildings in dense urban

environments. A trackable performance analysis was proposed

in [14], and they found that the increasing trend of the ASE

is highly related to the density of BSs and UEs. Recently,

the authors in [15] studied the coverage probability and ASE

of a single-tier small cell network with probabilistic line-of-

sight (LoS) and non-LoS (NLoS) transmissions, in which the

UE number is finite and the small cell BS has an idle mode

capability (IMC). More specifically, if there is no active UE

within the coverage area of a certain BS, that BS will be

turned off and will not transmit. The IMC switches off unused

BSs, and thus can improve the UEs’ coverage probability and

network energy efficiency as the network density increases.

This is because UEs can receive stronger signals from the

closer BSs, while the interference power remains constant or

even decreases thanks to the IMC. This conclusion in [15] -

the coverage probability depends on the density of BSs in a

interference-limited network - is fundamentally different from

the previous results in [7] and [8], and presented new insights

for the design and deployment of 5G networks.

Nevertheless, although of importance, none of the above

works considered that the original association/coverage areas

of the SBSs tend to be much smaller than those of the MBSs

in a HCN due to the large power difference, and thus the

UE population that is offloaded to small cells may be limited.

To encourage UEs to take advantage of the large amount of

resource at the SBSs, cell range expansion (CRE) was intro-

duced in long term evolution (LTE) networks to proactively

offload UEs from MBSs to SBSs. This is done by adding a

positive offset to the pilot RSS of the SBSs during the cell

selection procedure [2]. CRE allows UE not associating with

the BS that providing the strongest signal strength, but with

those with more resources. Intuitively speaking, more UEs

will be offloaded to the SBSs with a larger range expansion

bias (REB). CRE without interference management has been

shown to increase the sum capacity of the macrocell UEs

due to the offloading, but decrease the overall throughput of

the network due to strong cell-edge interference [16]. The

offloaded UEs do not connect to the strongest cell anymore. To

address this cell-edge performance issue, the use of enhanced

intercell interference coordination (eICIC) schemes was also

introduced in LTE networks [17], [18]. One such eICIC

strategy implemented in the time-domain, called almost blank

subframe (ABS), received a lot of attention. No control or

data signals but only reference signals are transmitted in an

ABS. Thus, when a MBS schedules ABSs, SBSs can schedule

their offloaded UEs in subframes overlapping with the MBS

ABSs. This significantly reduces interference towards those

the offloaded UEs.

To the best of our knowledge, the theoretical study of dense

HCNs with a realistic path loss model, a finite number of UEs

as well as CRE together with ABSs has not been conducted

before, although some preliminary simulation results can be

found in [2] and [19]. Motivated by this theoretical gap, in this

paper, we analyze for the first time the coverage probability

and ASE of a HCN with i) two BS tiers, ii) a general and

practical path loss model, iii) a finite number of UEs, iv)
an IMC at small cell BSs, and v) a flexible cell association

strategy with CRE and ABS.
This results in a completely new modelling and analysis,

through which we provide the following theoretical contribu-

tions:

1) We calculate an analytical expression to derive the

density of active BSs in a two tier HCN. Based on this,

we compute the analytical expressions of the coverage

probability and ASE for such two tier HCN, while

considering the IMC.

2) The optimal ABS factor, i.e., the ratio between the

number of ABS to the numbers of total subframes, is

showed numerically and obtained by simulations for

scheduling in MBSs for different SBS density regions.

Moreover, we prove that ASE can achieve the maximum

value if the ABS factor is set to one when the small cell

networks go ultra-dense.

3) We perform an extensive simulation campaign to vali-

date the accuracy of the analytical results. Both simula-

tion and analytical results match and shed new insights

on the design and deployment of BSs in 5G UDNs.

One important finding is that MBSs should give up

all resources in favour of the SBSs when the small

cell network goes ultra-dense. This reinforces the need

for orthogonal spectrum assignments for macrocell and

ultra-dense small cell deployments.

The rest of the paper is structured as follows. We introduce

the system model in Section II, and derive the activated BS

density in a two tier HCN in Section III. In Section IV, we

obtain the analytical expressions of the coverage probability

and ASE for this network. Then, we validate the accuracy of

the analytical results through extensive simulations and discuss

the network performance in Section V, and conclude the paper

in Section VI.

II. SYSTEM MODEL

In this paper, we assume a wireless network consisting of

two BS tiers. The locations of the BSs of the kth tier (k = 1, 2)

are modeled as a two-dimensional HPPP Φk with a density

λk. Without loss of generality, we denote the macrocell tier

and the small cell tier as tier 1 and tier 2. The locations of

UEs (denoted by U ) in the network are modeled as another

independent HPPP Φu with a density λu. In most existing

works, λu was assumed to be sufficiently large, so that each BS

in each tier always has at least one associated UE. However,

in our model with finite BS and UE densities, a BS might

serve no UE, and thus be turned off thanks to the IMC1.

1The mobility of UEs is not considered in the work. It is worth noting that
if mobility is present, MBSs may not be turned off easily, as the MBSs need
to support the UE handover. Several works considering the mobility can be
found in [20] and [21].
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Fig. 1. A network scenario consisting of two BS tiers. Each UE is connected
to the BS that provides the strongest average signal, which is marked by the
designed signal. BSs with no UE associated are in idle mode.

Following [10], we adopt a general and practical path loss

model, in which the path loss ζ(r) associated with distance r
is calculated as

ζk(r) =

{
ζL
k (r) = AL

kr
−αL

k , LoS: PrL
k(r);

ζNL
k (r) = ANL

k r−αNL
k , NLoS: PrNL

k (r)=1− PrL
k(r),

(1)

where AL
k and ANL

k are the path losses at a reference distance

r = 1 for the kth tier and for the LoS and the NLoS cases,

respectively, and αL
k and αNL

k are the path loss exponents

for the kth and for the LoS and NLoS cases, respectively.

Moreover, PrL
k(r) is the LoS probability function that a

transmitter and a receiver separated by a distance r has a LoS

path. For example, as recommended by the 3GPP, PrL
k(r) is

can be computed as

PrL
k(r) =⎧⎪⎪⎪⎨⎪⎪⎪⎩
min (0.018/r, 1) ∗(1− exp(−r/0.063)) + exp(−r/0.063),

when k=1;

0.5−min(0.5, 5 exp(−0.156/r))+min(0.5, 5 exp(−r/0.03)),

when k=2.

(2)

Moreover, we consider a cell association based on the

maximum received power, where a UE is associated with the

strongest BS:

Xk = Pkζk(r)Dk, (3)

where Pk and Dk denote the transmit power and the REB of

a BS in the kth tier, where D1 = 0 dB for the macrocell tier

and D2 = D dB for the small cell tier.

Since UEs are randomly and uniformly distributed in the

network, we adopt a common assumption that the activated

BSs in each tier also follows an independent HPPP distribution

Φ̃i, the density of which is denoted by λ̃i BSs/km2 [22], [23]2.

Finally, we assume that each UE/BS is equipped with an

isotropic antenna, and as a common practice in the field, that

the multi-path fading between an arbitrary UE and an arbitrary

BS is modeled as independently identical distributed (i.i.d)

Rayleigh fading.

2Part of this work was published in IEEE WCNC 2018 [23].

The SINR of the typical UE with a random distance r to

its associated BS in the kth tier is given by

SINRk(r) =
Pkhk0ζk(r)∑K

j=1

∑
i∈˜Φ\b0 Pjhjiζj(|Yji|) + σ2

, (4)

where hk0 and hji are the exponentially distributed channel

power with unit mean from the serving BS and the i-th
interfering BS in the j-th tier, respectively, |Yji| is the distance

from the activated BS in the j-th tier to the origin, and b0 is the

serving BS in the k-th tier. Note that only the activated BSs in

Φ̃\b0 inject effective interference into the network, since the

other BSs are turned off thanks to the IMC.

In Fig. 1, we show an illustration of the proposed network,

which consists of two BS tiers. In this case, UE 1 is offloaded

from the MBS to the SBS because of the REB. The other SBS

is in idle mode since there is no UE associated to it.

III. DENSITY OF THE ACTIVATED BSS

To evaluate the impact of the IMC on the performance

of each BS tier, we first analyze the probability of having

a given average number of UEs in each cell. Then, we derive

expressions for the density of active BSs in each tier.

A. Average Number of UEs in Each Cell

The coverage area of each small cell is a random variable

V , representing the size of a Poisson Voronoi cell. Although

there is no known closed-form expression for V ’s probability

distribution function (PDF), some accurate estimates of this

distribution have been proposed in the literature, e.g., [24]

and [25].

In [24], a simple gamma distribution derived from Monte

Carlo simulations was used to approximate the PDF of V for

the kth BS tier, given by

fVk
(x) =(bλk)

qxq−1 exp(−bλkx)

Γ(q)
, (5)

where q and b are fixed values, Γ(x) =
∫ +∞
0

tx−1e−tdt is the

standard gamma function and λk is the BS density of the kth

BS tier.

Remind here we assume the coverage area of each cell has

not been considered the associating relation to users, where

each user may be covered by multiple BSs in different tiers,

and the average number of UEs in each cell may be a litter

larger than the actual one. This inaccuracy is shown to be

ignorable in the Sec. V-A. If the association probability is

considered here, such that each user can only be covered by

one BS, then the Poisson Voronoi cell will change to be a

weighted cell, and the shape of cell will become irregular.

The works in [26] show how to calculate the weighted Poisson

Voronoi cell and are useful for further discussion.

Since the distribution of UEs follows a HPPP with a density

of λu, given a Voronoi cell with size x, the number of UEs

located in this Voronoi cell is a Poisson random variable with



0090-6778 (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2018.2822805, IEEE
Transactions on Communications

4

a mean of λux. Denoting by Nk the number of UEs located

in a Voronoi cell of the kth BS tier, we have that

P[Nk = n] =

∫ +∞

0

(λux)
n

n!
exp(−λux)fVk

(x)dx

(a)
=

Γ(n+ q)

Γ(n+ 1)Γ(q)

(
λu

λu + bλk

)n(
bλk

λu + bλk

)q

, n ≥ 0

(6)

where step (a) is computed by using the definition of the

gamma function.

B. Probability of a UE Associated to the kth Tier

According to (3), each BS tier density and transmit power

determine the probability that a typical UE is associated with

a BS in this tier. The following Lemmas provide the per-tier

association probability, which is essential for deriving the main

results in the sequel.

If one UE connects to one MBS (k = 1), this MBS can be

a MBS with an LoS path or a NLoS path. In the following,

we provide the probability that one such UE is associated with

an LoS MBS in Lemma 1.

Lemma 1. The probability that the UE is associated with a
LoS MBS can be written as

P
L
1 =

∫ ∞

0

pL
11(r)× pL

12(r)× pL
13(r)× fL

1 (r)dr, (7)

where pL
11(r) = exp

(
− ∫ΔL

11(r)

0
PrNL

1 (u)× 2πuλ1du
)
,

ΔL
11(r) = (

ANL
1

AL
1
)

1

αNL
1 r

αL
1

αNL
1 , and

pL
12(r) = exp

(
− ∫ΔL

12(r)

0
PrL

2(u)× 2πuλ2du
)
,

ΔL
12(r) =

(
DP2A

L
2

P1AL
1

) 1

αL
2 r

αL
1

αL
2 , and

pL
13(r) = exp

(
− ∫ΔL

13(r)

0
PrNL

2 (u)× 2πuλ2du
)
,

ΔL
13(r) =

(
DP2A

NL
2

P1AL
1

) 1

αNL
2 r

αL
1

αNL
2 , respectively, and fL

1 (r) is the
PDF of that the UE is associated with a LoS MBS, which can
be written as

fL
1 (r) = exp

{
−
∫ r

0

PrL
1(u)2πλ1udu

}
× PrL

1(r)2πλ1r. (8)

Proof: See Appendix A.

Following the same logic, we provide the probability that

the UE is associated with a NLoS MBS in Lemma 2.

Lemma 2. The probability that the UE is associated with a
NLoS MBS can be written as

P
NL
1 =

∫ ∞

0

pNL
11 (r)× pNL

12 (r)× pNL
13 (r)× fNL

1 (r)dr, (9)

where pNL
11 (r) = exp

(
− ∫ΔNL

11(r)

0
PrL

1(u)× 2πuλ1du
)
,

ΔNL
11 (r) = (

AL
1

ANL
1
)

1

αL
1 × r

αNL
1

αL
1 , and

pNL
12 (r) = exp

(
− ∫ΔNL

12(r)

0
PrL

2(u)× 2πuλ2du
)

,

ΔNL
12 (r) =

(
DP2A

L
2

P1ANL
1

) 1

αL
2 × r

αNL
1

αL
2 , and

pNL
13 (r) = exp

(
− ∫ΔNL

13(r)

0
PrNL

2 (u)× 2πuλ2du
)

,

ΔNL
13 (r) =

(
DP2A

NL
2

P1ANL
1

) 1

αNL
2 × r

αNL
1

αNL
2 , respectively, and fNL

1 (r) is
the PDF that the UE is associated with a NLoS MBS, which
can be written as

fNL
1 (r) = exp

{
−
∫ r

0

PrNL
1 (u)2πλ1udu

}
× PrNL

1 (r)2πλ1r.

(10)

Proof: See Appendix B.

If one UE connects to one SBS (K = 2), this SBS can

also be a SBS with an LoS path or a NLoS path. Similarly,

the corresponding UE association probabilities are derived in

Lemma 3 and Lemma 4.

Lemma 3. The probability that the UE is associated with a
LoS SBS can be written as

P
L
2 =

∫ ∞

0

pL
21(r)× pL

22(r)× pL
23(r)× fL

2 (r)dr, (11)

where pL
21(r) = exp(− ∫ΔL

21

0
PrNL

1 (u)× 2πuλ1du),

ΔL
21(r) = (

P1A
L
1

DP2AL
2
)

1

αL
1 × r

αL
2

αL
1 , and

pL
22(r) = exp(− ∫ΔL

22

0
×PrL

1(u)2πuλ1du),

ΔL
22(r) = (

P1A
NL
1

DP2AL
2
)

1

αNL
1 r

αL
2

αNL
1 , and

pL
23(r) = exp(− ∫ΔL

23

0
PrNL

2 (u)× 2πuλ2du),

ΔL
23(r) = (

ANL
2

AL
2
)

1

αNL
2 × r

αL
2

αNL
2 , respectively, and

fL
2 (r) = PrL

2(r)2πλ2r × exp
{− ∫ r

0
PrL

2(u)2πλ2udu
}

.

Lemma 4. The probability that the UE is associated with a
NLoS SBS can be written as

P
NL
2 =

∫ ∞

0

pNL
21 (r)× pNL

22 (r)× pNL
23 (r)× fNL

2 (r)dr, (12)

where pNL
21 (r) = exp(− ∫ΔNL

21

0
×PrL

1(u)2πuλ1du),

ΔNL
21 (r) = (

P1A
L
1

DP2ANL
2
)

1

αL
1 × r

αNL
2

αL
1 , and

pNL
22 (r) = exp(− ∫ΔNL

22

0
×PrNL

1 (u)2πuλ1du),

ΔNL
22 (r) = (

P1A
NL
1

DP2ANL
2
)

1

αNL
1 × r

αNL
2

αNL
1 , and

pNL
23 (r) = exp(− ∫ΔNL

23

0
PrL

2(u)× 2πuλ2du),

ΔNL
23 (r) = (

AL
2

ANL
2
)

1

αL
2 × r

αNL
2

αL
2 , respectively, and

fNL
2 (r) = exp

{− ∫ r

0
PrNL

2 (u)2πλ2udu
}× PrNL

2 (r)2πλ2r.

Proof: The proofs of Lemma 3 and Lemma 4 are similar

with Lemma 1 and Lemma 2, so the proof are omitted here.

C. Density of activated BSs in the kth tier

After attaining the probability of one UE associating to a

BS in the kth tier, we are ready to derive the density of active

BSs in the kth tier.
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Defining by P
off
k (n) the probability that a BS in the kth tier

is inactive when there are n UEs in its coverage, then P
off
k (n)

can be calculated by

P
off
k (n) = P[Nk = n](1−Ak)

n
, (13)

where P[Nk = n] is the probability of having n UEs located in

a cell of the kth tier, which can be obtained from (6), and Ak =
P

L
k + P

NL
k , which denotes the per-tier association probability.

With this result, the density of active BSs in the kth tier λ̃k

can now be derived as

λ̃k = λk

(
1−

∞∑
n=0

P
off
k (n)

)
, (14)

where P
off
k (n) is the probability that the kth tier is inactive

when there are n UEs in its coverage.

IV. MAIN RESULTS

Recall that in this paper, The REB for the first tier (macro

tier) is D1 = 0 dB and that for the second tier is simply

denoted by D, where D ≥ 0 dB.
With our modelling, a UE u ∈ U belongs to the following

six disjoint sets:

u ∈

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

U1

{
UL
1 ,The UE connects to a LoS MBS;

UNL
1 ;The UE connects to a NLoS MBS;

U2

⎧⎪⎪⎪⎨⎪⎪⎪⎩
UL
2 ,The UE connects to a LoS SBS without

power bias;

UNL
2 ;The UE connects to a NLoS SBS without

power bias;

U3

⎧⎪⎪⎪⎨⎪⎪⎪⎩
UL
3 ,The UE is offloaded from a MBS to a LoS

SBS;

UNL
3 ;The UE is offloaded from a MBS to a NLoS

SBS,

(15)

where U1

⋃U2

⋃U3 = U . The set U1 is the set of macrocell

UEs and the set U2 is the set of unbiased small cell UEs.

The UEs offloaded from macrocells to small cells due to CRE

constitute set U3, and are referred to as range expanded (RE)
UEs.

Moreover, an ABS approach to eICIC is considered, in

which MBSs shut their transmissions on certain fraction of

time/frequency resources, and SBSs schedule their RE UEs

on the corresponding resources, which are free from macrocell

interference.

Definition 1. η: The resource partitioning fraction η is the
fraction of resources on which the MBSs are inactive, where
0 < η < 1. η is also known as the ABS factor.

Thus, with resource partitioning, 1 − η is the fraction of

resources that the MBSs and the SBSs allocate to UEs in U1

and U2, respectively, while η is the fraction of resources in

which the MBSs do not transmit and the SBSs can schedule

UEs in U2 and U3.
In Fig. 2, we show an illustration of the proposed network

when the ABS framework is in place. When the MBS sched-

ules ABSs and mutes its transmission, UE 3 and UE 4 will

Fig. 2. MBS schedules ABSs, and the UEs associated with it cannot get
service in such subframes.

not receive any signal from their serving MBS. In contrast,

the UEs associated with the SBS, i.e., UE 1 (the RE SBS UE)

and UE 2 (the native SBS UE), can be served without the

interference from the MBS.

As a result of resource partitioning, the SINR of a typical

UE u, when it belongs to Uk, can be written as

SINR = 1(k ∈ 1, 2)
Pkhk,0ζk(r)∑2
k=1 Ik + σ2

+1(k ∈ 2, 3)
P2h2,0ζ2(r)

I2 + σ2
,

(16)

where 1(A) is the indicator of the event A, and Ik is the

interference from the kth tier.

A. The Coverage Probability

Let us define the coverage probability S as the probability

that the instantaneous SINR of a randomly located UE is larger

than a target SINR (τ ). Since the typical UE is associated with

at most one BS, the coverage probability can be calculated by

S =

3∑
k=1

Sk =
3∑

k=1

P(SINRk > τ). (17)

The results of the coverage probability is presented in Theorem

1 shown on the top of next page.

In Theorem 1, LI(s) in (20) are the Laplace transform of

Iagg evaluated at s for LoS or NLoS transmissions in each

BS tier, respectively. For clarity, they are presented in the

following Lemmas.

Lemma 5. In Theorem 1, LIL/NL
1

(s) are given by

LIL
1
(s) = exp

⎛⎝−2πλ̃1

∫ ∞

x

PrL
1(u)

u

1 +
SL
1(x)

τSL
1(u)

du

⎞⎠×

exp

⎛⎝−2πλ̃1

∫ ∞

ΔL
11(x)

PrNL
1 (u)

u

1 +
SL
1 (x)

τSNL
1 (u)

du

⎞⎠×

exp

⎛⎝−2πλ̃2

∫ ∞

ΔL
12(x)

PrL
2(u)

u

1 +
SL
1(x)

τSL
2(u)

du

⎞⎠×

exp

⎛⎝−2πλ̃2

∫ ∞

ΔL
13(x)

PrNL
2 (u)

u

1 +
SL
1(x)

τSNL
2 (u)

du

⎞⎠ ,

(21)
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Theorem 1. (Coverage Probability) For a typical UE in the presented framework, the SINR coverage probability is

S(τ) = SL
1 (τ) + SNL

1 (τ) + SL
2 (τ) + SNL

2 (τ) + SL
3 (τ) + SNL

3 (τ), (18)

where SL/NL
1 (τ) =

∫∞
0

Pr
[
SL/NL
1 (x)h
Iagg+σ2 > τ

]
FL/NL

1 (x)dx, SL/NL
2 (τ) = θ

∫∞
0

Pr
[
SL/NL
2 (x)h

Iagg1
+σ2 > τ

]
FL/NL

2 (x)dx + (1 −
θ)
∫∞
0

Pr
[
SL/NL
2 (x)h

Iagg2
+σ2 > τ

]
FL/NL

2 (x)dx, and SL/NL
3 (τ) =

∫∞
0

Pr
[
SL/NL
3 (x)h
Iagg+σ2 > τ

]
FL/NL

3 (x)dx, where θ represents the ABS fraction,
and θ = 1− η. Moreover, FL/NL

1 (x)dx, FL/NL
2 (x)dx and FL/NL

3 (x)dx are represented by

FL/NL
1 (x) = pL/NL

11 (x)× pL/NL
12 (x)× pL/NL

13 (x)× fL/NL
1 (x),

FL/NL
2 (x) = pL’/NL’

21 (x)× pL’/NL’
22 (x)× pL/NL

23 (x)× fL/NL
2 (x),

FL
3 (x) = pL

21(x)× pL
22(x)× pL

23(x)×
(
pL
1(x) + pNL

1 (x)
)× fL

2 (x), and

FNL
3 (x) = pNL

21 (x)× pNL
22 (x)× pNL

23 (x)×
(
pL
2(x) + pNL

2 (x)
)× fNL

2 (x).

(19)

In addition, Pr
[
SL/NL
1 (x)h
Iagg+σ2 > τ

]
, Pr

[
SL/NL
2 (x)h

Iagg1,2
+σ2 > τ

]
and Pr

[
SL/NL
3 (x)h
Iagg+σ2 > τ

]
are respectively computed by

Pr

[
SL/NL
1 (x)h

Iagg + σ2
> τ

]
= exp

(
− σ2τ

SL/NL
1 (x)

)
× LIL/NL

1
(

τ

SL/NL
1 (x)

),

Pr

[
SL/NL
2 (x)h

Iagg1
+ σ2

> τ

]
= exp

(
− σ2τ

SL/NL
2 (x)

)
× LIL/NL

21
(

τ

SL/NL
2 (x)

),

Pr

[
SL/NL
2 (x)h

Iagg2
+ σ2

> τ

]
= exp

(
− σ2τ

SL/NL
2 (x)

)
× LIL/NL

22
(

τ

SL/NL
2 (x)

), and

Pr

[
SL/NL
3 (x)h

Iagg + σ2
> τ

]
= exp

(
− σ2τ

SL/NL
2 (x)

)
× LIL/NL

3
(

τ

SL/NL
2 (x)

).

(20)

Proof: See Appendix C.

and

LINL
1
(s) = exp

⎛⎝−2πλ̃1

∫ ∞

x

PrNL
1 (u)

u

1 +
SNL
1 (x)

τSNL
1 (u)

du

⎞⎠×

exp

⎛⎝−2πλ̃1

∫ ∞

ΔNL
11(x)

PrL
1(u)

u

1 +
SNL
1 (x)

τSL
1(u)

du

⎞⎠×

exp

⎛⎝−2πλ̃2

∫ ∞

ΔNL
12(x)

PrL
2(u)

u

1 +
SNL
1 (x)

τSL
2(u)

du

⎞⎠×

exp

⎛⎝−2πλ̃2

∫ ∞

ΔNL
13(x)

PrNL
2 (u)

u

1 +
SNL
1 (x)

τSNL
2 (u)

du

⎞⎠ .

(22)

In Lemma 5, the interference from a LoS/NLoS channel

for a UE u ∈ U1 is represented by (21) and (22), respectively.

Moreover, the interference for LIL
1

is composed of four parts,

which are from other LoS MBSs, NLoS MBSs, LoS SBSs

and NLoS SBSs as showed in (21), and LINL
1

is shown as the

similar components.

Lemma 6. In Theorem 1, LIL/NL
21

(s) and LIL/NL
22

(s) are given by

LIL
21
(s) = exp

⎛⎝−2πλ̃1

∫ ∞

ΔL’
21(x)

PrL
1(u)

u

1 +
SL
2(x)

τSL
1(u)

du

⎞⎠×

exp

⎛⎝−2πλ̃1

∫ ∞

ΔL’
22(x)

PrNL
1 (u)

u

1 +
SL
2(x)

τSNL
1 (u)

du

⎞⎠×

exp

⎛⎝−2πλ̃2

∫ ∞

x

PrL
2(u)

u

1 +
SL
2(x)

τSL
2(u)

du

⎞⎠×

exp

⎛⎝−2πλ̃2

∫ ∞

ΔL
23(x)

PrNL
2 (u)

u

1 +
SL
2(x)

τSNL
2 (u)

du

⎞⎠ .

(23)

LIL
22
(s) = exp

⎛⎝−2πλ̃2

∫ ∞

x

PrL
2(u)

u

1 +
SL
2(x)

τSL
2(u)

du

⎞⎠×

exp

⎛⎝−2πλ̃2

∫ ∞

ΔL
23(x)

PrNL
2 (u)

u

1 +
SL
2(x)

τSNL
2 (u)

du

⎞⎠ ;

(24)
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and

LINL
21
(s) = exp

⎛⎝−2πλ̃1

∫ ∞

ΔNL′
21 (x)

PrL
1(u)

u

1 +
SNL
2 (x)

τSL
1(u)

du

⎞⎠×

exp

⎛⎝−2πλ̃1

∫ ∞

ΔNL′
22 (x)

PrNL
1 (u)

u

1 +
SNL
2 (x)

τSNL
1 (u)

du

⎞⎠×

exp

⎛⎝−2πλ̃2

∫ ∞

ΔNL
23(x)

PrL
2(u)

u

1 +
SNL
2 (x)

τSL
2(u)

du

⎞⎠×

exp

⎛⎝−2πλ̃2

∫ ∞

x

PrNL
2 (u)

u

1 +
SNL
2 (x)

τSNL
2 (u)

du

⎞⎠ ,

(25)

LINL
22
(s) = exp

⎛⎝−2πλ̃2

∫ ∞

ΔNL
23(x)

PrL
2(u)

u

1 +
SNL
2 (x)

τSL
2(u)

du

⎞⎠×

exp

⎛⎝−2πλ̃2

∫ ∞

x

PrNL
2 (u)

u

1 +
SNL
2 (x)

τSNL
2 (u)

du

⎞⎠ .

(26)

In Lemma 6, the interference from a LoS/NLoS channel

for a UE u ∈ U2 is represented in (23)-(26), respectively.

Moreover, from (24) we can find that when the ABS is

working, only the interference from the other SBSs is valid.

This is because all the MBSs are not transmitting in the ABS,

and this brings about two parts of interference in (24). Similar

components are shown in (25) and (26).

Lemma 7. In Theorem 1, LIL/NL
3

(s) are given by

LIL
3
(s) = exp

⎛⎝−2πλ̃2

∫ ∞

x

PrL
2(u)

u

1 +
SL
2(x)

τSL
2(u)

du

⎞⎠×

exp

⎛⎝−2πλ̃2

∫ ∞

ΔL
23(x)

PrNL
2 (u)

u

1 +
SL
2(x)

τSNL
2 (u)

du

⎞⎠ ,

(27)

and

LINL
3
(s) = exp

⎛⎝−2πλ̃2

∫ ∞

ΔNL
23(x)

PrL
2(u)

u

1 +
SNL
2 (x)

τSL
2(u)

du

⎞⎠×

exp

⎛⎝−2πλ̃2

∫ ∞

x

PrNL
2 (u)

u

1 +
SNL
2 (x)

τSNL
2 (u)

du

⎞⎠ .

(28)

In Lemma 7, the interference from a LoS/NLoS channel

for a UE u ∈ U3 is represented in (27) and (28), respectively.

Similar with (24) and (26), the components of them are two

pars, as the interference only comes from SBSs.

It is important to note that the impact of the tier and BS

selection on the coverage probability is measured in (19), the

expressions of which are based on λ1 and λ2. This is because

all the BSs can be chosen by the UEs. Moreover, the impact

of the interference on the coverage probability is measured in

Lemma 5, 6 and 7. Note that instead of λ1 and λ2, we use λ̃1

and λ̃2. This is because we use the IMC, and thus only the

activated BSs emit effective interference into the network.

B. Area Spectral Efficiency

In this subsection, we investigate the network capacity

performance in terms of the area spectral efficiency (ASE)

in bps/HZ/km2, which is defined as

R =
∑

k∈1,2,3

1(u ∈ Uk)ηkRk, (29)

where 1(A) is the indicator of the event A, η1 = 1−η, η3 = η,

and η2 = 1 − η when ABS is engaged, while η2 = η when

ABS is not engaged.

Then, the per tier Rk is defined by

Rk � λuEx {ESINRk
[log2(1 + SINRk(x))]} . (30)

It is important to note that the average is taken over both

the spatial PPP and the channel fading distribution. The ASE

is first averaged on the condition that the typical UE is at

a distance x from its serving BS in the kth tier. Then it is

averaged by calculating the expectation over the distance x.

The following Theorem 2 on the top of next page gives the

ASE over the entire network.

Although the results for the coverage probability and ASE

are not in closed-form, they can be numerically evaluated in a

simple form. Moreover, they can be presented in closed-form

expressions in several cases, for example, the 3GPP Case 1

mentioned in [10].

C. Special Case for ASE

In this subsection, we use a special case to show the analysis

results for the ASE, and obtain insights from it.

We consider a very dense network that λ2 → +∞, then the

signal comes from the NLoS BSs can be neglected, and all

UEs can be assumed to connect with BSs in a LoS channel.

Thus, the ASE for the considered very dense network does

not actually depend on the LoS and NLoS propagation, and it

can be described as the following Lemma.

Lemma 8. In a very dense network that λ2 → +∞, the ASE
can be shown as

R = RL
1 +RL

2 +RL
3

= (1− η)λu(Θ1 +Θ21) + ηλu(Θ22 +Θ3),
(38)

where

Θ1 =

∫ ∞

x=0

∫ ∞

ρ0

exp

(
−σ2t(ρ)

SL
1 (x)

)
× LIL

1
(
t(ρ)

SL
1 (x)

)dρFL
1 (x)dx,

(39)

Θ21 =

∫ ∞

x=0

∫ ∞

ρ0

exp

(
−σ2t(ρ)

SL
2 (x)

)
×LIL

21
(
t(ρ)

SL
2 (x)

)dρFL
2 (x)dx,

(40)

Θ22 =

∫ ∞

x=0

∫ ∞

ρ0

exp

(
−σ2t(ρ)

SL
2 (x)

)
×LIL

22
(
t(ρ)

SL
2 (x)

)dρFL
2 (x)dx,

(41)
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Theorem 2. (Area Spectral Efficiency) For a typical user in the setup, the ASE is computed by

R = RL
1 +RNL

1 +RL
2 +RNL

2 +RL
3 +RNL

3 , (31)

where the conditional rate coverage Rk is given by the following equations:

RL
1 = (1− η)λu

∫ ∞

x=0

∫ ∞

ρ0

exp

(
−σ2t(ρ)

SL
1 (x)

)
× LIL

1
(
t(ρ)

SL
1 (x)

)dρFL
1 (x)dx; (32)

RNL
1 = (1− η)λu

∫ ∞

x=0

∫ ∞

ρ0

exp

(
−σ2t(ρ)

SL
2 (x)

)
× LINL

1
(

t(ρ)

SNL
1 (x)

)dρFL
2 (x)dx; (33)

RL
2 =(1− η)λu

∫ ∞

x=0

∫ ∞

ρ0

exp

(
−σ2t(ρ)

SL
2 (x)

)
× LIL

21
(
t(ρ)

SL
2 (x)

)dρFL
2 (x)dx

+ ηλu

∫ ∞

x=0

∫ ∞

ρ0

exp

(
−σ2t(ρ)

SL
2 (x)

)
× LIL

22
(
t(ρ)

SL
2 (x)

)dρFL
2 (x)dx;

(34)

RNL
2 =(1− η)λu

∫ ∞

x=0

∫ ∞

ρ0

exp

(
− σ2t(ρ)

SNL
2 (x)

)
× LINL

21
(

t(ρ)

SNL
2 (x)

)dρFNL
2 (x)dx;

+ ηλu

∫ ∞

x=0

∫ ∞

ρ0

exp

(
− σ2t(ρ)

SNL
2 (x)

)
× LINL

22
(

t(ρ)

SNL
2 (x)

)dρFNL
2 (x)dx

(35)

RL
3 = ηλu

∫ ∞

x=0

∫ ∞

ρ0

exp

(
−σ2t(ρ)

SL
2 (x)

)
× LIL

3
(
t(ρ)

SL
2 (x)

)dρFL
3 (x)dx; (36)

RNL
3 = ηλu

∫ ∞

x=0

∫ ∞

ρ0

exp

(
− σ2t(ρ)

SNL
2 (x)

)
× LINL

3
(

t(ρ)

SNL
2 (x)

)dρFNL
3 (x)dx, (37)

where ρ0 = log2(τ + 1), defined the minimum working SINR, and t(ρ) = 2ρ − 1 and the PDFs in each equation are given in
Theorem 2.
Proof: See Appendix D.

and

Θ3 =

∫ ∞

x=0

∫ ∞

ρ0

exp

(
−σ2t(ρ)

SL
2 (x)

)
× LIL

3
(
t(ρ)

SL
2 (x)

)dρFL
3 (x)dx.

(42)

Besides, to compute the interference power for different

tiers, LIL
1
( t(ρ)
SL
1(x)

),LIL
21
( t(ρ)
SL
2(x)

), LIL
22
( t(ρ)
SL
2(x)

), and LIL
3
( t(ρ)
SL
2(x)

),

we propose Lemma 9.

Lemma 9. The interference power for different tiers can be
calculated by

LIL
1
(
t(ρ)

SL
1 (x)

) =

exp
(
−2πλ̃1 × ρ

(
αL
1 , 1, t(ρ)

−1
x−αL

1 , x
))

× exp

(
−2πλ̃2 × ρ

(
αL
2 , 1,

P1A
L
1

P2AL
2

t(ρ)
−1

x−αL
1 ,ΔL.

12(x)

))
,

(43)

LIL
21
(
t(ρ)

SL
2 (x)

) =

exp

(
−2πλ̃1 × ρ

(
αL
1 , 1,

P2A
L
2

P1AL
1

t(ρ)
−1

x−αL
2 ,ΔL.′

21 (x)

))
× exp

(
−2πλ̃2 × ρ

(
αL
2 , 1, t(ρ)

−1
x−αL

2 , x
))

,

(44)

and

LIL
22
(
t(ρ)

SL
2 (x)

) = LIL
3
(
t(ρ)

SL
2 (x)

) =

exp
(
−2πλ̃2 × ρ

(
αL
2 , 1, t(ρ)

−1
x−αL

2 , x
))

,

(45)

where

ρ(α, β, t, d) =[
d−(α−β−1)

t(α− β − 1)

]
2F1

[
1, 1− β + 1

α
; 2− β + 1

α
;− 1

tdα

]
,

(α > β + 1) ,
(46)

where 2F1[·, ·; ·; ·] is the hyper-geometric function [27].

Proof: See Appendix E.
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TABLE I
TABLE I: PARAMETER VALUES SUMMARY

Parameter Values
Macro BS transmit power P1 46 dBm
Micro BS transmit power P2 24 dBm

Macro BS density λ1 10 BSs/km2

User density λu 300 UEs/km2
AL

1 10−10.34

αL
1 2.42

ANL
1 10−13.11

αNL
1 4.28

AL
2 10−10.38

αL
2 2.09

ANL
2 10−14.54

αNL
2 3.75

Power bias allocation D 5 dB

Noise Power σ2 -95 dBm
q = b 4.18 [15]

Resource partitioning fraction η 0.4

From Lemma 8 and 9, the expression of the special case

can be obtained, where the expressions of the interference

power are much simpler than in the general case. To get more

insights, we provide Lemma 10 to show that the ASE achieves

the maximum value when the ABS factor is set to one.

Lemma 10. In a very dense network, ASE achieves the
maximum value when the ABS factor is set to one.

Proof: Take the derivative of R with respect to η, then we

get ΔR
Δη = Θ22+Θ3−Θ1−Θ21. As the λ2 → +∞, for the UE

associated with a MBS, the interference power is increasing

while the source power keeps stable. For the UE associated

with a SBS, the UE can get stronger signal from a closer

SBS. So intuitively speaking, Θ22 +Θ3, which represents the

UE connecting the SBS and receiving interference only from

SBSs, should larger than Θ1+Θ21, which suffers interferences

from all BSs. As a result, ΔR
Δη > 0 and the optimal ABS factor

should be one to get the maximum ASE.

V. SIMULATION AND DISCUSSION

In this section, we use numerical results to establish the

accuracy of our analysis, and further study the performance

of dense HCNs.

A. Validation and Discussion on the Active BS Probability

We consider the 2-tier HCN, following the 3GPP defini-

tions [28], to show the accuracy of our analysis. Table I

summarizes the most important assumptions and parameter

values.

In Fig. 3, we plot P
on
i versus λ2, where λ2 ∈ [10, 1000]

BSs/km2. As can be observed from this figure, our analytical

results match well with the simulation results. Moreover, they

also show that, within the 5 dB power bias allocation to the

small cell BSs, i) the probability of a BS being active in the

small cell BS tier decreases with λ2, when λu is a finite value,

and that ii) the BSs with a lower transmit power have lower

activation probability. For example, more than 60% of the BSs

in the small cell BS tier are idle when λ2 > 300 BSs/km2.

This means that a large number of UEs are associated with the
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BSs in the macrocell tier, as they can provide stronger signals

to these UEs.

B. Validation and Discussion on the Coverage Probability

In this subsection, we first validate the accuracy of Theo-

rem 1. As in the previous subsection, the network consists of

2 tiers of BSs, representing as U1 and U2, respectively, and

U3 is defined by the small cell tier, contributed by the range

expanded (RE) UEs. All the simulation results are represented

by the solid line.

In Fig. 4, we show the results of S with respect to λ2. As

can be seen from the figure, there are some small misalignment

between the simulation and analytical results in each tier. For

example, there is about 1.5% inaccuracy when λ2 is about 16
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BSs/km2 as shown in Fig. 4. With the increasing number of

BSs in the small cell tier, the error becomes negligible. The

reason of such error is that the spatial correlation in the UE

association process is not considered in our analysis. More

specially, when performing simulations, nearby UEs have a

high probability of being covered and served by the same BS.

However, for tractability, we consider the BS association of

different UEs as independent process in (13) in our analysis,

which underestimates the active BS density, as their no channel

correlation. Since the accuracy of S is good enough, about

1.5%, we will only use analytical results of S for the figures

in the sequel.

Fig. 4 also shows that with the increasing number of BSs

in the small cell tier, the coverage probability of U1 decreases

while that of U2 increases. The coverage probability of U3 first

increases to a peak point and then decreases afterwards. As

a result, the overall coverage probability first increases, then

decreases, and finally increases again. The reason behind this

phenomenon is that:

• The overall coverage probability first increases because

UEs can connect to the stronger BSs.

• Then, the overall coverage probability decreases since the

interference power grows faster than the signal power as

many interfering paths transit from NLoS to LoS.

• Finally, the overall coverage probability performance con-

tinuously increases as the network densifies. The intuition

is that the interference power will remain constant when

the BS density is large enough (larger than the UE

density), thanks to the IMC3, while the signal power

will continuously grow due to the closer proximity of

the serving BSs, as well as the larger pool of BSs to

select from.

C. Validation and Discussion on the ASE

In this subsection, we first validate the accuracy of Theo-

rem 2, and then discuss the optimal ABS factor in different

BS density regions.

In Fig. 5, we can observe that the analytical results on the

per tier ASE match well with the simulation results. Moreover,

the results show that with an increasing number of BSs in the

small cell tier, the ASE of U1 decreases, while ASE of U2

increases. The ASE performance decrease of U1 is because the

interference power grows, as the BSs in the small cell tier get

closer and transition to LoS, while the signal power remains

constant. There is no densification in the macrocell tier. The

ASE performance increase of U2 is because the signal power

grows, as the UE is served by a stronger link in the small

cell tier, while the interference power remains constant. This

because the BS density is larger than the UE density and due

to the IMC in the small cell tier. In contrast, the offloaded

UE in U3 will first benefit from the network densification, but

3The interference power will become constant eventually when there is
large number of BSs. This is because of the IMC, which makes the number
of active BSs at most equal to the number of UEs. Thus, from the viewpoint
of the typical UE, the interference from other active BSs can be regarded
as the aggregate interference generated by BSs on a HPPP plane with the
same intensity as the UE intensity. Such aggregate interference is bounded
and statistically stable [7].
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later they get a more severe interference from the increasing

number of BSs in the small cell tier, whereas they do not have

a large serving BS pool to select from.

In Fig. 6, the ASE is showed as a function of the BS

density in the small cell tier for four different ABS fractions η.

Note that λu = 300 UEs/km2. We can draw the following

conclusions from Fig. 6:

• The ASE almost monotonically grows as the network

densifies. In more detail, the system throughput first

increases quickly when λ2 goes from 10 BSs/km2 to 100
BSs/km2. Then, the ASE suffers from a slow growth or

even a decrease when λ2 ∈ [100, 900] BSs/km2.

Finally, the ASE monotonically grows again when λ2 >
900 BSs/km2.

• Different ABS factors should be applied in different BS
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density regions. In the region of λ2 < 900 BSs/km2,

most users are associated with the MBSs and the less

the number of ABSs, i.e., smaller η, the larger the ASE.

However, when λ2 ≥ 900 BSs/km2, the more the number

of ABSs, i.e., lager η, the larger the ASE, since there are

more users associated with the SBSs. The demarcation

point, 900 BSs/km2, should be strongly related to the

REB, which in this case is 5 dB.

In Fig. 7, we verify the observations from Fig. 6 by compar-

ing the system throughput as a function of the ABS fraction

for four different BS densities in the small cell tier λ2. Note

that λu = 300 UEs/km2. Four SBS densities are considered in

this figure to show the various trends of the ABS fraction. As

can be found from the figure, more channel resource should be

allocated to the BSs in the macrocell tier when the network is

sparse, e.g., λ2 = 100 BSs/km2 and λ2 = 300 BSs/km2. When

the network is denser, although the service to the macrocell

UEs will get affected, for the benefit of the whole system, a

larger η should be applied. It is important to note that MBSs

should give up all resources, all subframes are ABSs, when the

small cell networks go ultra-dense. The intuition is that most

UEs are associated with small cell BSs at close proximity

in UDNs, and the density of small cell BSs is very large.

As a result, the cost of activating a MBS is high, since it

will severely interfere with a large number of small cell BSs.

Therefore, using a higher η, i.e., macrocell BSs giving up

more subframe resources, is helpful to achieve a better overall

system throughput. This reveals an important conclusion: to

maximize network capacity, ultra-dense small cell networks

should operate in a different frequency spectrum from the

macrocell ones. In other words, the orthogonal deployment is

superior to the co-channel deployment for ultra-dense small

cell networks in future wireless networks. The intuition is

that the additional spatial reuse of spectrum in the co-channel

deployment is over-shadowed by the large interference emitted
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from the macrocell tier to the ultra-dense small cell tier.

In Fig. 8, we compare the current results with the bounded

path loss model in [29] as follows,

ζ ′k(r) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ζL’
k (r) = AL

k(1 + r)−αL
k ,

LoS: PrL
k(r);

ζNL’
k (r) = ANL

k (1 + r)−αNL
k ,

NLoS: PrNL
k (r) = 1− PrL

k(r).

(47)

From Fig. 8 we can find that there are two main differences

with previous results. The first one is the crossing point,

which is about 1000 BSs/km2, is a little bigger than that

in Fig. 6. This is because of the application of the bounded

path loss model, which makes the receive power smaller than

the previous one, especially for the SBS UEs. Thus, more

resources should be allocated in the MBSs when the density

of small cell BSs is not very large, and the crossing point

shifts right. The second difference is that the ASE will first

increase and then decrease with the density of the SBS, and

should finally keep constant [30]. The intuition is that the

received signal from BSs is bounded while the interference

power keeps increasing, so the ASE will decay for the denser

BSs. When the network goes into ultra-dense, because of the

limited number of UEs and the IMC of the BSs, the user signal

power and the interference power are both bounded, so the

ASE will keep constant at end. Similarly, the same conclusion

can be found from the results of the ASE performance: MBSs

should give up all resources when the small cell networks go

ultra-dense.

VI. CONCLUSION

In this paper, we have studied the impact of the IMC, caused

by the finite number of UEs, on the network performance

in a dense two-tier HCN with LoS and NLoS transmissions.

Moreover, to address the under-utilization of SBSs, CRE and

eICIC via ABSs are adopted in this work. Our results show that
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as the BS density in the second tier surpasses the UE density,

for the considered path loss model, the coverage probability

and the ASE will continuously increase in this dense two-

tier HCN, addressing the issue caused by the NLoS to LoS

transition of interfering paths. Moreover, it is important to

note that more ABSs are needed to enhance the performance

of range expanded UEs as the small cell BS density grows,

indicating that ultra-dense small cells should operate in a

different frequency spectrum from the macrocell ones. This

conclusion enlightens the new design and deployment of dense

HCNs in 5G and beyond.

APPENDIX A

PROOF OF LEMMA 1

In this proof we first derive the conditions that the UE is

associated with a LoS MBS, which the LoS MBS provides

stronger power than other BSs.

• UE is associated with a LoS MBS with no NLoS MBS

inside:

pL
11(r) = Pr

(
P1 ×AL

1r
−αL

1 > P1 ×ANL
1 r

−αNL
1

1

)
= Pr

(
r1 >

(
ANL

1

AL
1

) 1

αNL
1 × r

αL
1

αNL
1

)
(a)
= Pr(No NLoS MBS closer than ΔL

11)

= exp

(
−
∫ ΔL

11(r)

0

(1− PrL
1(u))× 2πuλ1du

)
,

(48)

where step (a) is given by ΔL
11(r) = (

ANL
1

AL
1
)

1

αNL
1 × r

αL
1

αNL
1 .

• UE is associated with a LoS MBS with no LoS SBS

inside:

pL
12(r) = Pr

(
P1 ×AL

1r
−αL

1 > P2 ×AL
2r

−αL
2

2 ×D
)

= Pr

(
r2 >

(
AL

2

AL
1

) 1

αL
2 ×D

1

αL
2 ×

(
P2

P1

) 1

αL
2 × r

αL
1

αL
2

)
(b)
= Pr(No LoS SBS closer than ΔL

12)

= exp

(
−
∫ ΔL

12(r)

0

PrL
2(u)× 2πuλ2du

)
,

(49)

where step (b) is given by ΔL
12(r) =

(
AL

2

AL
1

) 1

αL
2 ×D

1

αL
2 ×(

P2

P1

) 1

αL
2 × r

αL
1

αL
2 .

• UE is associated with a LoS MBS with no NLoS SBS

inside:

pL
13(r) = Pr

(
P1 ×AL

1r
−αL

1 > P2 ×ANL
2 r

−αNL
2

2 ×D
)

= Pr

(
r2 >

(
ANL

2

AL
1

) 1

αNL
2 ×D

1

αNL
2 ×

(
P2

P1

) 1

αNL
2 × r

αL
1

αNL
2

)
(c)
= Pr(No NLoS SBS closer than ΔL

13)

= exp

(
−
∫ ΔL

13(r)

0

(
1− PrL

2(u)
)× 2πuλ2du

)
,

(50)

where step (c) is given by ΔL
13(r) =

(
ANL

2

AL
1

) 1

αNL
2 ×D

1

αNL
2 ×(

P2

P1

) 1

αNL
2 × r

αL
1

αNL
2 .

According to [7], the CCDF of r (the distance that the

nearest BS with a LoS path to the UE) is written as F̄ L
R(r) =

exp(− ∫ r

0
PrL(u)2πuλdu). Taking the derivative of (1-F̄ L

R(r))
with regard to r, we can get the PDF of r as:

fL
1 (r) = exp

{
−
∫ r

0

PrL
1(u)2πλ1udu

}
× PrL

1(r)2πλ1r.

(51)

So the probability that the UE is associated with a LoS MBS

can be written as

P
L
1 =

∫ ∞

0

pL
11(r)× pL

12(r)× pL
13(r)× fL

1 (r)dr. (52)

APPENDIX B

PROOF OF LEMMA 2

Following the same logic with Lemma 1, the conditions that

the UE is associated with a MBS with the NLoS path can be

derived as:

• UE is associated with a NLoS MBS with no LoS MBS

inside:

pNL
11 (r) = exp

(
−
∫ ΔNL

11(r)

0

PrL
1(u)× 2πuλ1du

)
, (53)

where ΔNL
11 (r) = (

AL
1

ANL
1
)

1

αL
1 × r

αNL
1

αL
1 .

• UE is associated with a NLoS MBS with no LoS SBS

inside:

pNL
12 (r) = exp

(
−
∫ ΔNL

12(r)

0

PrL
2(u)× 2πuλ2du

)
, (54)

where ΔNL
12 (r) =

(
AL

2

ANL
1

) 1

αL
2 ×D

1

αL
2 ×

(
P2

P1

) 1

αL
2 × r

αNL
1

αL
2 .

• UE is associated with a NLoS MBS with no NLoS SBS

inside:

pNL
13 (r) = exp

(
−
∫ ΔNL

13(r)

0

(
1− PrNL

2 (u)
)× 2πuλ2du

)
,

(55)

where ΔNL
13 (r) =

(
ANL

2

ANL
1

) 1

αNL
2 ×D

1

αNL
2 ×

(
P2

P1

) 1

αNL
2 × r

αNL
1

αNL
2 .

So the probability that the UE is associated with a NLoS MBS

can be written as

P
NL
1 =

∫ ∞

0

pNL
11 (r)× pNL

12 (r)× pNL
13 (r)× fNL

1 (r)dr, (56)

where fNL
1 (r) is the PDF that the UE is associated with the

NLoS MBS and can be written as

fNL
1 (r) = exp

{
−
∫ r

0

(
1− PrL

1(u)
)
2πλ1udu

}
× (

1− PrL
1(r)

)
2πλ1r.

(57)
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APPENDIX C

PROOF OF THEOREM 1

In this proof we first analyze the case that u ∈ {U1,U2},

where the derivation process follows the same approach. We

first derive the distribution of the distance between the typical

user u and the tagged BS. Let Xl denote this distance, then

P(Xl > x) = P(Xl > x|u ∈ Ul) =
Pr(Xl > x|u ∈ Ul)

Pr(u ∈ Ul)
.

(58)

Based on Sec. II-B and [22], the corresponding PDFs are

FL
1 (x) = pL

11(x)× pL
12(x)× pL

13(x)× fL
1 (x);

FNL
1 (x) = pNL

11 (x)× pNL
12 (x)× pNL

13 (x)× fNL
1 (x);

FL
2 (x) = pL’

21(x)× pL’
22(x)× pL

23(x)× fL
2 (x);

FNL
2 (x) = pNL’

21 (x)× pNL’
22 (x)× pNL

23 (x)× fNL
2 (x),

(59)

where⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

pL’
21(x) = exp(− ∫ΔL’

21(x)

0
PrL

1(u)2πuλ1du),

ΔL’
21(x) = (P1

P2
)

1

αL
1 × (

AL
1

AL
2
)

1

αL
1 × x

αL
2

αL
1 ;

pL’
22(x) = exp(− ∫ΔL’

22(x)

0
PrNL

1 (u)2πuλ1du),

ΔL’
22(x) = (P1

P2
)

1

αNL
1 × (

ANL
1

AL
2
)

1

αNL
1 × x

αL
2

αNL
1 ,

(60)

and⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

pNL’
21 (x) = exp(− ∫ΔNL’

21 (x)

0
PrL

1(u)2πuλ1du),

ΔNL’
21 (x) = (P1

P2
)

1

αL
1 × (

AL
1

ANL
2
)

1

αL
1 × x

αNL
2

αL
1 ;

pNL’
22 (x) = exp(− ∫ΔNL’

22 (x)

0
PrNL

1 (u)2πuλ1du),

ΔNL’
22 (x) = (P1

P2
)

1

αNL
1 × (

ANL
1

ANL
2
)

1

αNL
1 × x

αNL
2

αNL
1 ,

(61)

respectively.

Then we focus on the derivation of the SINR. Take the

case u ∈ UL
1 for example, for the typical user u, the coverage

probability of the LoS MBS is given as

SL
1 (τ) = Ex

{
P[SINRL

1(x) > τ ]
}

=

∫ ∞

0

P[SINRL
1(x) > τ ]FL

1 (x)dx.
(62)

The UE SINR in (62) is rewritten as γ(x) =
SL
1(x)h1,0

Iagg+σ2 ,

where SL
1 (x) = P1A

L
1x

−αL
1 and Iagg denotes the aggregative

interference, which comes from the other active MBSs and

SBSs. So the CCDF of the typical user SINR at distance x
from its associated LoS MBS is given as

P[γ(x) > τ ] =P

{
h1,0 >

(Ix + σ2)τ

SL
1 (x)

}
= exp(

−σ2τ

SL
1 (x)

)LIL
1
(

τ

SL
1 (x)

),

(63)

and the Laplace transform of Ix is shown on the top of next

page.

The results from other cases that u ∈ {UNL
1 } can be obtained

by the similar approach. For the case that u ∈ {UL
2 ,UNL

2 },

the SINR consitutes 2 parts. The first part follows the same

logic with that u ∈ {U1} and constitutes a θ proportion of

the whole unit, while the second part does not consider the

mutual interference from the MBSs.
In the following, we turn to the case that u ∈ U3. Following

the same approach, we first show how to compute the PDF

F L
3 (x) in (19). To this end, we define two events as follow.

• Event Biased-SBL: The nearest biased small BS with a

LoS path to the UE is located at distance XL with no

other BSs outperforming the associated BS. According

to the proof of Lemma 1, the PDF of XL is written as

fL
X(x) = pL

21(x)× pL
22(x)× pL

23(x)× fL
2 (x). (65)

• Event MB conditioned on the value of XL: Given that

XL = x, the UE is associated with a biased LoS small

BS with distance XL, which is offloaded from a macro BS

with a LoS path at distance yL
1 (Event MBL) or a macro

BS with a NLoS path at distance yNL
1 (Event MBNL).

– Event MBL conditioned on the value of XL: To make

sure that the UE was associated with the LoS MB

with distance yL
1 before the power biasing process,

there should be no other BSs having stronger signal

than the associated one. Such conditional probability

of MBL on condition of XL = x is

pL
1(x)=

∫ yL
1

0

pL
11(y

L
1)×pL

12(y
L
1)×pL

13(y
L
1)×fL

1 (y
L
1)dx,

(66)

where yL
1 satisfies yL

1 = arg{SL
2 (y

L
1)×D = SL

1 (x)}.

– Event MB NL conditioned on the value of XL: Similar

to the event MBL, the conditional probability is

pNL
1 (x) =∫ yNL

1

0

pNL
11 (y

NL
1 )× pNL

12 (y
NL
1 )× pNL

13 (y
NL
1 )× fNL

1 (yNL
1 )dx,

(67)

where yNL
1 satisfies yNL

1 = arg{SL
2 (y

NL
1 ) × D =

SNL
1 (x)}.

Thus, the expression of FL
3 (x) can be written as

FL
3 (x) = pL

21(x)×pL
22(x)×pL

23(x)×
(
pL
1(x) + pNL

1 (x)
)×fL

2 (x).
(68)

Similarly, the expression of FNL
3 (x) is written as

FNL
3 (x)= pNL

21 (x)×pNL
22 (x)×pNL

23 (x)×
(
pL
2(x)+p

NL
2 (x)

)×fNL
2 (x),

(69)

where pL
2(x) =

∫ yL
2

0
pL
11(y

L
2)× pL

12(y
L
2)× pL

13(y
L
2)× fL

1 (y
L
2)dx,

and yL
2 satisfies yL

2 = arg{SNL
2 (yL

2) × D = SL
1 (x)}, and

pNL
2 (x) =

∫ yNL
2

0
pNL
11 (y

NL
2 )×pNL

12 (y
NL
2 )×pNL

13 (y
NL
2 )×fNL

1 (yNL
2 )dx,

and yNL
2 satisfies yNL

2 = arg{SNL
2 (yNL

2 )×D = SNL
1 (x)}.

The calculation of SINR for u ∈ U3 is similar with other

cases and it only consider the interference from the SBSs, thus

the rest proof is omitted. Therefore, the overall SINR coverage

of a typical user cab then be obtained using the law of total

probability to get S(τ) = ∑
l Sl(τ).

APPENDIX D

PROOF OF THEOREM 2

From (30), the ASE of the k-th tier is

Rk =

∫ ∞

0

{ESINRk
[log2(1 + SINRk(x))]}Fk(x)dx, (70)
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The Laplace transform of Ix is shown as follows:

LIL
1
(

τ

SL
1 (x)

)
(a)
= exp

{
−2πλ̃1

∫ ∞

x

PrL
1(u)

[
1− E[g]

(
exp

(
−gτSL

1 (u)

SL
1 (x)

))]
udu

}
× exp

{
−2πλ̃1

∫ ∞

ΔL
11(x)

(
1− PrL

1(u)
) [

1− E[g]

(
exp

(
−gτSNL

1 (u)

SL
1 (x)

))]
udu

}

× exp

{
−2πλ̃2

∫ ∞

ΔL′
12(x)

PrL
2(u)

[
1− E[g]

(
exp

(
−gτSL

2 (u)

SL
1 (x)

))]
udu

}

× exp

{
−2πλ̃2

∫ ∞

ΔL′
13(x)

(
1− PrL

2(u)
) [

1− E[g]

(
exp

(
−gτSNL

2 (u)

SL
1 (x)

))]
udu

}

= exp

⎛⎝−2πλ̃1

⎛⎝∫ ∞

x

PrL
1(u)

u

1 +
SL
1(x)

τSL
1(u)

du+

∫ ∞

ΔL
11(x)

PrNL
1 (u)

u

1 +
SL
1 (x)

τSNL
1 (u)

du

⎞⎠⎞⎠×

exp

⎛⎝−2πλ̃2

⎛⎝∫ ∞

ΔL
12(x)

PrL
2(u)

u

1 +
SL
1(x)

τSL
2(u)

du+

∫ ∞

ΔL
13(x)

PrNL
2 (u)

u

1 +
SL
1(x)

τSNL
2 (u)

du

⎞⎠⎞⎠ ,

(64)

where step (a) states that the closest interferer from each type of BSs.

where Fk(x) is given in Theorem 1. Since E[R] =
∫∞
0

P[X >
x]dx for X > 0, we can obtain

ESINRk
[log2(1 + SINRk(x))]

=

∫ ∞

0

P {log2[1 + SINRk(x)] > ρ} dρ

=

∫ ∞

log2(τ+1)

P (SINRk(x) > 2ρ − 1) dρ

(71)

The rest proof is similar with Appendix A, and the result

is obtained from plugging τ = 2ρ − 1, conditioned on the

SINRk(x) > τ .

For the users belong to U2, because of the resource partition-

ing, they can be served in all time-slots. Thus, the calculation

of their ergodic rate is composed of two parts. When the

macro BS schedule ABSs, the users in U2 would not get

interference from tier 1 BSs and they share the η fraction

of channel resource with range expanded UEs, whereas the

mutual interference would be considered when the macro BSs

are working, in which 1 − η fraction of resource is allocated

to the users in U1 and U2.

APPENDIX E

PROOF OF LEMMA 9

As λ2 → +∞, all the UEs are assumed to be connect to

BSs with LoS channel, so the path loss ζ(r) can be rewritten

as

ζk(r) = ζL
k (r) = AL

kr
−αL

k ,LoS: PrL
k(r)=1. (72)

Thus, the components for the NLoS part in R, which are RNL
1 ,

RNL
2 and RNL

3 , can be neglected. Furthermore, the interference

power LIL
1
( t(ρ)
SL
1(x)

) can be written as

LIL
1
(s) = exp

⎛⎝−2πλ̃1

⎛⎝∫ ∞

x

1× u

1 +
SL
1(x)

τSL
1(u)

du

⎞⎠⎞⎠
× exp

⎛⎝−2πλ̃2

⎛⎝∫ ∞

ΔL
12(x)

1× u

1 +
SL
1(x)

τSL
2(u)

du

⎞⎠⎞⎠
= exp

(
−2πλ̃1

(∫ ∞

x

1× u

1 +
(
τ−1x−αL

1

)
uαL

1

du

))

× exp

⎛⎜⎜⎝−2πλ̃2

⎛⎜⎜⎝∫ ∞

x

1× u

1 +

(
P1AL

1

P2AL
2 τxαL

1

)
uαL

2

du

⎞⎟⎟⎠
⎞⎟⎟⎠ .

(73)

In order to evaluate (73), we define the following integral

functions according to [27],

ρ(α, β, t, d) =

∫ ∞

d

uβ

1 + tuα
du

=

[
d−(α−β−1)

t(α− β − 1)

]
F1

[
1, 1− β + 1

α
; 2− β + 1

α
;− 1

tdα

]
,

(α > β + 1) ,
(74)

where 2F1[·, ·; ·; ·] is the hyper-geometric function [27]. Our

proof is completed by plugging (74) into (73), and the

calculations of LIL
21
( t(ρ)
SL
2(x)

), LIL
22
( t(ρ)
SL
2(x)

), and LIL
3
( t(ρ)
SL
2(x)

) are

following similar procedure, and is omitted here.

REFERENCES

[1] Cisco, “Visual networking index forecast, 2015–2020,” 2015.



0090-6778 (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2018.2822805, IEEE
Transactions on Communications

15
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